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Abstract—We describe a set of computational problems motivated by certain analysis tasks in genome resequencing. These are

assembly problems for which multiple distinct sequences must be assembled, but where the relative positions of reads to be

assembled are already known. This information is obtained from a common reference genome and is characteristic of resequencing

experiments. The simplest variant of the problem aims at determining a minimum set of superstrings such that each sequenced read

matches at least one superstring. We give an algorithm with time complexity OðNÞ, where N is the sum of the lengths of reads,

substantially improving on previous algorithms for solving the same problem. We also examine the problem of finding the smallest

number of reads to remove such that the remaining reads are consistent with k superstrings. By exploiting a surprising relationship with

the minimum cost flow problem, we show that this problem can be solved in polynomial time when nested reads are excluded. If nested

reads are permitted, this problem of removing the minimum number of reads becomes NP-hard. We show that permitting mismatches

between reads and their nearest superstrings generally renders these problems NP-hard.

Index Terms—Combinatorics, sequence assembly, haplotyping, chain and antichain, superstring.
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1 INTRODUCTION

DRAMATIC developments in high-throughput sequencing
technology have opened the door to numerous new

applications of DNA sequencing. Many of these applica-
tions can be described as “resequencing” experiments,
where a reference genome has already been sequenced for
the organism of interest or another organism that is closely
related. When a reference genome is available, sequenced
reads can be aligned to the reference genome and there is no
need for de novo sequence assembly. Applications that
depend on aligning reads to a reference genome include
ChIP-seq [39], RNA-seq [36] and individual variation
studies [27]; these sequencing applications have had a
significant impact on genome sciences in recent years. As
long as a reference genome is available, no assembly is
required for these applications. In certain other sequencing
applications, while traditional sequence assembly is not
required, relationships between individual reads must be
considered despite the existence of a reference genome.
Here we examine algorithmic problems motivated by
sequencing applications where the goal is to assemble
multiple closely related genomes present in the same
sequenced sample. We assume that reads can be mapped
to a common reference genome, so the relative positions of
reads are known, but work remains to determine which
reads correspond to the same superstrings. This type of
assembly problem emerges in a surprising variety of
biological data analysis contexts.

The simplest such problems are associated with haplo-
type inference, and are already both well-known and well-
studied. Haplotype inference seeks to infer a pair of distinct
haplotypes using reads sequenced from a diploid organism.
Haplotype inference is of great medical importance, both to
help understand the relationship between genotypes and
disease phenotypes [18] and as the basis for personalized
medicine [4]. Various optimization problems have been
formulated for haplotyping a population of individuals from
the same species or closely related species [1], [26], [11], [33]
and for haplotyping a single individual [31]. While these
problems are often NP-hard, some heuristics have been
effectively employed in practice. For example, a greedy
heuristic with iterative refinement of the initial solution was
employed to infer the haplotypes of heterozygous loci of an
individual genome [32]. Another method that has proven
effective in practice is to use a general technique founded in
statistics, such as Markov Chain Monte Carlo [3]. The
difficulty of these problems seems to result from sequencing
errors, and one general approach to address sequencing
errors is to include a stage of either removal of erroneous
reads or error correction [38]. For example, the minimum SNP
removal (single nucleotide polymorphism) and minimum
fragment removal variants were defined for the individual
haplotyping problem as a means of producing data that may
be assumed error-free [2].

Research on haplotype inference has focused on diploid
species. Polyploidy refers to the state of an organism having
more than two sets of homologous chromosomes [37].
Polyploid species have been found among plants, animals
and fungi. For example, some species of the sturgeon order
Acipenserformes have up to 500 chromosomes and are
classified as functional octaploids with eight copies of each
chromosome [34]. Several degrees of ploidy have been
observed among frogs, and Xenopus ruwenzoriensis has 12 sets
of homologous chromosomes [29]. The phenomenon is
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particularly common in plants, where estimates indicate that
more than 70 percent of species of flowering plants have had
some ploidy increase in their history [35]. Polyploidy also has
important implications for crop improvement due to the
associated evolutionary advantages [45]. These advantages
are derived from the generation of genomic diversity
through gene duplication, but without negatively affecting
dosage relationships of functionally related genes [37]. To
understand the role of polyploidy in evolution requires
methods for inferring haplotypes of polyploid organisms.
However, traditional haplotype inference algorithms are
specifically restricted to pairs of haplotypes, and cannot be
directly applied to polyploid species.

In the field of metagenomics the aim is to understand
heterogenous populations of organisms by sequencing
samples from those populations [43]. Most commonly the
focus is on bacterial populations, for example, those in soils
or deep-ocean niches [44] or those living in the human gut
[23]. Specific goals of metagenomic experiments include
quantifying genomic diversity, identifying species present
in a population and quantifying the relative frequencies of
species. Because so many bacterial and viral genomes
already exist in sequence databases, reads from metage-
nomics projects can often be mapped to a reference genome.
Frequently the reference consists of a specific gene (e.g.,
16S rRNA) common to all organisms of interest. Sequenced
reads can be mapped to this gene, and matches and
mismatches between reads can be used to distinguish the
individual species in the sample. For an unknown number
of haplotypes in sequencing of virus genomes, Eriksson et
al. (2008) reconstructed haplotypes assuming error-free
reads (following an error correction stage) with relative
positions known prior to the assembly stage [10].

The field of epigenomics presents yet another example of
an assembly problem where multiple sequences must be
assembled but with the assistance of a reference genome.
DNA methylation in mammals occurs primarily at CpG
dinucleotides. Healthy differentiated cells have high levels
of methylation genomewide, with small regions of very low
methylation. These regions of low methylation are usually
at CpG islands (which have a high density of CpG
dinucleotides) and occur commonly at gene promoters
and enhancer regions. Aberrant methylation is a general
feature of cancer genomes; a greater understanding of
methylation patterns in cancer genomes may lead to both
new therapies and new diagnostic markers based on the
detection of methylation-based changes occurring early in
tumorigenesis [30]. Because DNA methylation is replicated
through mitosis, but at a lower fidelity than the DNA itself,
DNA methylation patterns can act as markers for individual
clones, providing a basis for tracing stem-cell expansion
and tumor growth [46], [42], [28]. Making use of methyla-
tion patterns in this way requires determining methylation
patterns associated with individual cells or cells from the
same clone. Bisulfite sequencing can be used to identify
methylation states at CpGs covered by individual reads, but
to identify methylation patterns of individual cells requires
some way of assembling the binary (methylated CpG
versus unmethylated CpG) patterns inside individual
reads. Since any sample may contain an arbitrary number

of distinct methylation patterns, and the reads can be
mapped back to a reference genome, this problem repre-
sents another example of assembling multiple sequences (in
this case sequences of methylation states) from reads
mapping to the same reference.

The rest of this paper is organized as follows: In Section 2,
we formally define four variations on our central problem. In
Section 3, we treat the most basic variant, where the goal is to
find the minimum number of superstrings such that all reads
are consistent with at least one. We present a novel OðNÞ
time algorithm, where N is the sum of the lengths of reads
given as input. This is a linear time algorithm—an important
feature since potential inputs may reach one hundred
million reads, and continue to grow. In Section 4, we
examine the problem of identifying a set of k superstrings
such that the greatest number of reads match at least one
superstring. Under the assumption that reads are not nested
(a concept defined in Section 2), we describe a polynomial
time algorithm for this variant. The algorithm is based on the
elegant method of Andras Frank developed to unify earlier
results about chains and antichains of partially ordered sets
[17]. In Section 4.3, we show that when nested reads are
permitted, the problem becomes NP-complete.

2 BACKGROUND AND PROBLEM DEFINITIONS

DNA-sequencing experiments determine the sequences of
nucleotides appearing in fragments of DNA molecules from
some biological sample. When one of these DNA fragments
is examined by a sequencing instrument, the sequence of
nucleotides is produced as a string called a read. The details
of how the reads are produced from the sample of DNA
molecules depend on the exact sequencing technology used.
Regardless of the technology, each sequencing experiment
produces a set of reads—possibly an extremely large set.
The reads provide information to help understand some
aspect of the DNA molecules from the original sample of
cells. The current “second-generation” sequencing technol-
ogy has vastly improved both throughput and cost of
sequencing experiments [41]. Second-generation technolo-
gies typically produce tens to hundreds of million reads per
experiment at a cost currently accessible to most labs, and at
a cost that is still falling rapidly.

The vast numbers of reads produced by second-genera-
tion sequencing technologies currently have lengths ran-
ging roughly between 50 and 500 nucleotides. Based on
recent trends, it seems likely that both read lengths and
number of reads will continue to increase, with technologies
currently under development promising order of magni-
tude improvements [21], [40].

Many applications of second-generation sequencing
depend on the existence of a reference genome. Reads are
aligned to the reference genome in a process usually called
mapping. The process of mapping reads identifies the
location in the reference genome most similar in sequence
to each read; this location is presumed to be the genomic
origin of the fragment sequenced to produce the read.
Mapping cannot require perfect matching between reads
and the reference genome, however, for two reasons. First,
the sequencing instruments make errors when identifying
nucleotides at each position of a read. Fortunately, the
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accuracy of sequencing instruments constantly improves.
Second, individual organisms, even within the same
species, have differences in their genomes. The amount of
individual genomic variation differs for different species.
As we have noted in the introduction, many applications of
second-generation sequencing seek to identify these varia-
tions and understand their effects on important phenotypes,
such as diseases. Other applications, including assembling a
new species using the sequence of a previously assembled
related species, attempt to be robust to differences in order
to leverage the existing reference genome. In these applica-
tions, the differences between reads and the reference
genome are critical to the experiments, and, therefore, it is
common to have reads with distinct sequences mapped to
the same location in the reference genome.

Problems we consider are based on resequencing applica-
tions where the sequenced sample is somehow heteroge-
nous. In our introduction we described several contexts
where such problems can emerge. We will use the example of
inferring haplotypes for polyploid species to give some
intuition for the computational problems we define. The
different haplotypes in a polyploid will differ from each
other, and also differ from any single reference genome, but
will have sufficient similarity that they can all be mapped to a
single genome. The practical task is to infer the original
sequences by partitioning the mapped reads according to the
haplotypes from which they originated. Clearly such tasks
depend on having sufficient divergence between the original
sequences that we may distinguish them.

Throughout this paper, we use the notation x½i� to denote
the letter appearing at position i of a string x, and for
positions i � j, we let x½i; j� denote the substring of x from i
to j, inclusive.

Let R be a set of strings, which we assume are reads
produced in a sequencing experiment. Define n ¼ jRj and
for each ri 2 R we use the notation jrij for the length of ri
(and similar notation for the length of strings in general).
We use the symbol S to denote a set of superstrings
(contiguous sequences or contigs) we wish to assemble
using the reads of R. We use m to indicate the length of the
reference genome, which is an upper bound on the length of
members of S.

Recall that the reads have been mapped to some
common reference genome. We define the position function

p : R 7! fða; bÞ : 1 � a � b � mg

to indicate the position in the reference genome where each
read maps. For each ri 2 R, if pðriÞ ¼ ðai; biÞ, then ri maps to
the reference starting at position ai and ending at
bi ¼ ai þ jrij � 1. These are closed intervals. For conveni-
ence when we use the notation ai and bi it will be implicit
that for a specific ri; pðriÞ ¼ ðai; biÞ, and the identity of the
specific ri will be clear from the subscripts.

We define the distance between a read r 2 R and a
superstring s 2 Am, where A is the sequence alphabet, as
the number of corresponding positions where r and s
disagree:

dpðr; sÞ ¼ jfx : r½x� 6¼ s½aþ x� 1� where

pðrÞ ¼ ða; bÞ and 1 � x � jrjgj:

This is the Hamming distance between r and the corre-
sponding substring of s, and is only defined if s is
sufficiently long that s½aþ x� 1� exist. Note that insertions
and deletions are ignored. We also define the consistency
relation between r and s as the symmetric Boolean relation

Cpðr; sÞ , dpðr; sÞ ¼ 0;

and when Cpðr; sÞ we say r and s are consistent with each
other. We also extend the notion of consistency to pairs of
reads. For any two reads r; r0 2 R,

Cpðr; r0Þ , 9s 2 Am : Cpðr; sÞ ^ Cpðr0; sÞ:

We now formally define the first and most basic problem
variant we will address.

Referenced Multiple Assembly (RMA)
Input: A set R of strings, jRj ¼ n, a position function p and a
positive integer k.
Objective: Determine whether there exists a set S of strings,
with jSj ¼ k, having the property that for any r 2 R there
exists an s 2 S such that s is consistent with r.

One optimization version of RMA seeks to minimize k,
which in several situations corresponds to a most parsimo-
nious set of superstrings to explain the observed reads. The
optimal solution in many cases may not be unique.

By defining p as a function we have required that each
read be mapped to a unique location in the reference
genome. It is possible that a read aligns equally well to more
than one location, and in this case we say the mapping is
ambiguous. Depending on the sequencing application,
there may be a small or large proportion of reads that
map ambiguously. Although certain sequencing applica-
tions can make use of ambiguously mapping reads, the
most common approaches to deal with them in practice are
to either discard them or to select one among multiple
optimal mapping locations. We assume that some strategy
has been used for dealing with ambiguously mapping
reads, and therefore each read has exactly one mapping
location. We also remark that as read lengths increase, the
proportion of ambiguously mapping reads drops rapidly.

An example instance of RMA is shown in Fig. 1. In this
example the reads all have the same length (17 nt) and are
all alignable to a single reference. When the reads are
restricted to the informative positions where at least one
pair of reads differs, the lengths of the reads from Fig. 1a is
reduced in Fig. 1b to between 3 nt and 5 nt. This example
illustrates how a simple intuitive greedy approach does not
guarantee to find a smallest set of superstrings consistent
with all reads. This greedy algorithm proceeds as follows:
Start by selecting any read having no others preceding it in
order of the position function p (sorted on first coordinate,
then second). Let that read be the beginning of the first
superstring. Then grow that superstring by sequentially
appending letters from a read that is both consistent with,
and has the greatest overlap with, the superstring. Once no
remaining reads can be used to extend the superstring, a
new superstring is constructed in the same manner from the
remaining reads. A result of applying this greedy algorithm
can be seen in Fig. 1c, where 4 superstrings have been
assembled. The minimum number in this example is 3,
which can be seen in Fig. 1d.
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Observe that in Fig. 1c, the superstrings s2 and s4 contain
“-” symbols, which indicate gaps in the assembled super-
strings. Those are positions not covered by any reads that
must match that superstring. We assume that these gaps are
filled with arbitrary letters. The complexity of an algorithm
is bounded from below by the size of its output, and
explicitly filling the gaps would mean that any set of k
superstrings has size km. Our algorithms fill these gaps in
some concise way, such as indicating the positions and size
of gaps, rather than explicitly placing letters in them.

The example of Fig. 1 also helps to illustrate another subtle
point. When the reads are reduced to informative positions,
where the definition of “informative” may depend on the
application, then the reads we process may be much shorter
than the actual reads produced by the sequencing instru-
ment. In addition, we may observe a pair of reads that differ
at most or all of their positions, despite covering the same
positions (e.g., r5 and r6 in the example). Another possibly
counterintuitive observation is that when the reads are
reduced to some subset of their positions, then among the
reads that must be assembled, two reads at different
positions may appear identical at the sequence level. While
this can arise as an artifact of eliminated non-informative

positions from the reads, in our definition for the RMA

problem we make no presumptions on why identical reads

may be at different positions.
In what follows, we will use existing results about partially

ordered sets (posets), and define these concepts here.

Definition 1 (Partially Ordered Set; Poset). A partially

ordered set, or poset, is a pair ðX;�Þ, where X is a set and �
is a relation satisfying:

1. x � x (reflexivity)
2. if x � y and y � x then x ¼ y (antisymmetry)
3. if x � y and y � z then x � z (transitivity)

for all x; y; z 2 X. If ðX;�Þ is a partially ordered set, a subset

X0 of X is called a chain if x � y or y � x for all x; y 2 X0. A

subset X0 of X is called an antichain if for all x; y 2 X0,
neither x � y nor y � x.

We define the position order relation �p as follows: For

reads ri; rj 2 R, with pðriÞ ¼ ðai; biÞ and pðrjÞ ¼ ðaj; bjÞ,

ri �p rj , ðai < aj _ ðai ¼ aj ^ bi � bjÞÞ:
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Fig. 1. An example illustrating the referenced multiple assembly problem. This example reflects the practical task of inferring a most parsimonious
haplotype set for a polyploid species. (a) A set of reads from a heterogenous sample (e.g., polyploid species) aligned to a reference genome.
(b) Reads when restricted to only those positions that differ between reads, along with a position function, relative only to those informative positions.
(c) A set of four superstrings assembled from the reads (“-” represents positions unconstrained by the reads). (d) A set of three superstrings (the
minimum) assembled from the reads; this represents a most parsimonious set of haplotypes for a polyploid species.



We also define an augmentation of the position order to
account for the sequence of each read:

ri �q rj , ðai < aj _ ðai ¼ aj ^ bi < bjÞ _
ðai ¼ aj ^ bi ¼ bj ^ ri �lex rjÞÞ;

ð1Þ

where �lex is the lexicographic order for strings. When we
must assume the reads are presented to an algorithm in
some particular format, we assume pairs of the form
ðr; pðrÞÞ, and that the reads are presented in �q order. This
is the most natural way to store reads after they have been
mapped to a reference genome: with sequence and
mapping location together, sorted according to the mapping
location. Note that the lexicographic order is not required in
our algorithms for strings that are mapped to the same
location and have same length.

Let r 2 R, with pðrÞ ¼ ða; bÞ. If a � x � b, we say that r
covers position x. We say that position x in the reference
genome and position x0 in r are corresponding positions, if
x ¼ aþ x0 � 1. This can be visualized as position x0 in read r
positioned directly above position x in the reference
genome when r is aligned to the genome. For reads
r; r0 2 R, if position x in r corresponds to genomic position
y, and genomic position y corresponds to position x0 in r0,
then position x in r corresponds to position x0 in r0.

Under certain assumptions, we can define a useful partial
order on the reads R. For all ri; rj 2 R define the relation

ri � rj , ðri �p r2 and Cpðr1; r2ÞÞ:

When all reads have the same length then ðR;�Þ is a poset.
The assumption of uniform length reads is often reasonable,
as some popular sequencing technologies currently produce
reads of uniform length. Two of the most popular current
technologies (the Illumina/Solexa technology and the ABI
SOLiD technology) each produces reads of equal lengths,
although we remark that postprocessing in both technolo-
gies is a quality clipping which may result in uneven read
length when low-quality ends of reads are removed.
Technologies that sequence by synthesis [21] will often
produce the majority of reads with the same length.

The benefit of the poset ðR;�Þ is that it allows the RMA
problem to be transformed into a well-studied combinatorial
problem. The following famous result about posets provides
a convenient characterization for the RMA problem.

Theorem 1 (Dilworth’s Theorem [8]). Suppose P is a partially
ordered set, and no antichain of P contains more than k
elements. Then P can be partitioned into k disjoint chains.

The maximum size of an antichain of a poset is called its
width. Consequently, if the width of poset ðR;�Þ is at most
k, then there exists a set S of superstrings, with jSj ¼ k, such
that each r 2 R is consistent with at least one s 2 S. A
minimum chain partition of ðR;�Þ can be found using the
device of maximal bipartite matching, as shown in the proof
of Dilworth’s Theorem given by Fulkerson [20]. This
method has been employed by Eriksson et al. (2008) in
the context of viral metagenomics to reconstruct a set of
haplotypes that best explain the error-corrected reads [10].
The approach taken was to explicitly convert the RMA
problem into a directed acyclic graph (a natural poset
representation) and obtain a minimum chain partition of
the poset using bipartite matching. This method has cubic

time complexity in the number of reads given as input. For
a given value of k, Felsner et al. describe an algorithm that
can find a partition of a poset into k chains, or determine
that none exists, in Oðkn2Þ time [12]. The method of Felsner
achieves the fastest asymptotic time performance as a
function of n.

Although having reads with equal length is sufficient for
ðR;�Þ to be a poset, this condition is not necessary. A more
general condition that is also sufficient is that reads cannot
be nested. We say that read r is nested in read r0 if

a0 < a; b < b0 and Cpðr; r0Þ;

where pðrÞ ¼ ða; bÞ and pðr0Þ ¼ ða0; b0Þ. When the RMA
problem is used to model the inference of multiple haplo-
types, the set R may actually correspond to subsequences of
reads, restricted to positions of informative SNPs. In this case,
members of R may effectively have different lengths, but no
nesting will be observed as long as the actual reads have equal
lengths. It is straightforward to show that when no nesting is
permitted, the order ðR;�Þ is a partial order on the reads,
regardless of possible variation in lengths of reads.

Proposition 1. If nesting of reads is not permitted, ðR;�Þ is a
poset.

Proof. Reflexivity and antisymmetry of � over R can be
demonstrated regardless of whether nesting is per-
mitted. To verify transitivity, let ri; rj; rk 2 R and assume
ri � rj and rj � rk. It is immediate from the definition of
�p that ai � aj � ak. Because nesting of reads is not
permitted, bi � bj � bk, so ri �p rk. If the interval pðrjÞ
intersects at most one of pðriÞ and pðrkÞ, then pðriÞ and
pðrkÞ do not intersect and Cpðri; rkÞ holds trivially.
Otherwise we assume pðriÞ and pðrkÞ have a nonempty
intersection with pðrjÞ. Since both Cpðri; rjÞ and Cpðrj; rkÞ,

pðriÞ \ pðrkÞ � pðriÞ \ pðrjÞ \ pðrkÞ

is a sufficient condition for Cpðri; rkÞ, which holds
trivially if pðriÞ \ pðrkÞ is empty. If not, once more using
the premise of nonnested reads,

pðriÞ \ pðrjÞ \ pðrkÞ ¼ ðaj; biÞ \ ðak; bjÞ
¼ ðak; biÞ
¼ pðriÞ \ pðrkÞ

and the sufficient condition is seen to hold. tu
A sequencing error occurs when the sequencing instru-

ment incorrectly identifies the nucleotide appearing at a
particular position in a read. Although different sequencing
technologies use different methods to determine the nucleo-
tides of a read, every technology has some error rate. The
RMA problem can be reformulated to explicitly account for
sequencing errors. In the following variant, the goal is to
minimize the total number of mismatches occurring between
reads and the superstring they match most closely.

Minimum Distance RMA (MD-RMA)
Input: A set R of strings, jRj ¼ n, a position function p and a
positive integer k.
Objective: Find a set S of strings, with jSj ¼ k, minimizing

X

r2R
min
s2S

dpðr; sÞ:
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While this problem seeks to minimize a sum of distances
(i.e., mismatches), a less natural objective could be to bound
the allowed sum of distances and seek to minimize the
value of k. MD-RMA is actually a generalization of the
parameterized binary minimum error correction (PBMEC).
The difference between MD-RMA and PBMEC is that
PBMEC assumes a binary alphabet. Unfortunately, it has
already been shown that PBMEC is NP-hard [5], and these
results extend directly to MD-RMA.

An alternative way to incorporate mismatches between
reads and superstrings has an objective function that
minimizes the maximum number of mismatches between
any read and the closest superstring.

Bounded Distance RMA (BD-RMA)
Input: A set R of strings, jRj ¼ n, a position function p and a
positive integer k.
Objective: Find a set S of strings, with jSj ¼ k, minimizing
the value D such that for all r 2 R,

min
s2S

dpðr; sÞ � D:

As with the MD-RMA problem, we could include the value
of D as part of the problem instance, and the objective to
minimize k. Bounding the value of D may be a natural
restriction (more so than bounding the sum in MD-RMA)
because frequently in practice reads are used if they have at
most some number of mismatches with respect to the
reference, reflecting the notion that a few sequencing errors
in reads can be permitted, but too many might be indicating
a systematic problem.

We show BD-RMA is NP-hard through a trivial reduc-
tion from a problem known as the minimum radius of a
code. Let C be a binary code of length m, that is, C � f0; 1gm.
For two vectors u; v 2 f0; 1gm, denote the Hamming dis-
tance between them by dðu; vÞ. Define the Hamming ball of
radius D and center u 2 f0; 1gm as the set

Bðu;DÞ ¼ fv 2 f0; 1gm : dðu; vÞ � Dg:

Radius of code C is the smallest integer D that C � Bðu;DÞ
for some vector u. The following problem concerning the
radius of a code has been shown NP-complete [16].

Minimum Radius of a Code (MR)
Input: A code C � f0; 1gm and a positive integer D.
Objective: Determine whether the radius of C � D?

When the BD-RMA problem is restricted such that jrij ¼ m
for all i, and the alphabet is f0; 1g, it is equivalent to the MR
problem, which immediately implies that BD-RMA is NP-
hard. This leaves open the complexity of the case where
each jrij is oðmÞ. Because MR places such strong restrictions
on BD-RMA, the BD-RMA is likely much harder and would
benefit from a deeper complexity analysis.

We do not address the issue of approximability for these
NP-hard problems, but make the following remarks: As with
many optimization problems involving distances, we can
formulate corresponding problems by changing the distance
measures in MD-RMA and BD-RMA to similarity measures.
The objective then would be to maximize the similarity—the
sum of similarities for MD-RMA and the minimum similarity
for BD-RMA. The most obvious way to obtain a similarity

measure from the Hamming/mismatch distance is to replace
dpðr; sÞ above with jrj � dpðr; sÞ. When all reads have the
same length, the similarity and distance versions of
the problems have coinciding optima. However, when the
read lengths vary, the sets of superstrings that optimize the
distance may not be those that optimize the similarity.

Another way to account for errors or “noisy” data is to
regard some subset of the reads as “bad” in some way.
These bad reads may be contamination in the sequenced
sample (a problem independent of any technology). Proble-
matic reads may also reflect a distribution of sequencing
errors that concentrates a high proportion of errors in a
small proportion of the reads—which is plausible because
sequencing errors are not independent from each other for
certain sequencing technologies.

With these problematic reads in mind, we may desire to
identify a set of superstrings that is consistent with all but
some relatively small set of reads that we then discard. A
most parsimonious solution would then be a set of super-
strings that minimizes the number of reads we must discard.
The variation of the individual haplotyping problem, known
as minimum fragment removal, is based on the same idea [2],
and we define an analogous variation on RMA.

Minimum Fragment Removal RMA (MFR-RMA)
Input: A set R of strings, jRj ¼ n, a position function p and a
positive integer k.
Objective: Find a set S of strings, with jSj ¼ k, maximizing
the size of R0 � R such that for all r 2 R0, there exists an
s 2 S with Cpðr; sÞ.
The difference between MFR-RMA and the MFR objective
for the individual haplotype assembly problem is that the
latter fixes the value k ¼ 2, assumes a binary alphabet and
may allow “gaps” in the reads, where no letter appears
(similar to allowing wildcard letters that can match any
letter of the alphabet). When gaps are not permitted, the
MFR-RMA problem is a generalization of the MFR problem
in haplotyping. Bafna et al. (2005) gave an Oðn2mþ n3Þ time
algorithm for the gapless case, where n is the number of
fragments (analogous to the reads in our terminology) and
m is the length of the haplotype (analogous to the
superstrings we assemble) [2]. We address the MFR-RMA
problem in Section 4.1, where we show that MFR-RMA can
be solved in polynomial time when reads cannot be nested.
In Section 4.3, we also show that allowing nested reads
immediately renders it NP-complete.

3 THE REFERENCED MULTIPLE ASSEMBLY

PROBLEM

In this section, we describe a linear time algorithm for the
RMA problem. By linear, we mean a linear function of the
number of letters in the input. While we assume that
the alphabet is of constant size and that any numbers
involved (e.g., values of the position function p) can be
manipulated in constant time with operations of the unit-cost
RAM model [6], our algorithm does not require reads to be of
equal length.

The approach we take here is to construct the super-
strings simultaneously. Reads are processed in �q order,
and for each read, some superstring may be extended by
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adding letters so that the read is consistent with the
superstring. We, therefore, ensure that a read is consistent
with at least one superstring before considering the next
read. Recall that we demonstrated in Section 2 that a
particular greedy strategy does not result in the smallest
number of superstrings. We show first that our strategy of
simultaneously growing multiple superstrings results in an
optimal solution, then we describe an algorithm to accom-
plish this strategy in linear time.

3.1 The Strategy of Conservative Extensions

We maintain a set of superstring prefixes as a partial
solution that is modified as each read is processed. Initially,
the partial solution is empty. After read ri is processed, the
current partial solution is the set Si and at least one member
of Si matches each rj �q ri. At each iteration, Si is obtained
by modifying Si�1.

Two kinds of modifications are used—extending an
existing superstring from Si�1 or adding a new superstring.
Suppose, there exists an s 2 Si�1 such that letters can be
appended to s so that the resulting string s0 is consistent
with ri. Then we let Si ¼ ðSi�1 n fsgÞ [ fs0g. In this case, ri is
a suffix of s0, and we say that ri has extended s. Note that
the s we have specified may not be unique, and we will
explain shortly how to select an appropriate s.

If pðriÞ ¼ ðai; biÞ, and jsj < ai, then simply adding letters
from ri to s at corresponding positions will result in a gap in
s0. We assume there is some concise encoding used to fill
such a potential gap, otherwise the length m of superstrings
would impact time complexity.

If no member of Si�1 can be made to match ri by
appending letters, then each member of Si�1 already
mismatches ri at some corresponding position. In this case,
we let s be the empty string, and append letters to s
resulting in s0 being consistent with ri (again using some
encoding to fill in gaps not specified by the requirements of
consistency with ri). In this case, jSij ¼ jSi�1j þ 1.

When read ri is processed, the positions in the interval
ðai; biÞ completely determine whether zero, one, or multiple
members of Si�1 can be made consistent with ri by
appending letters. In case multiple members of Si�1 can
be made consistent with ri, the procedure we specified
above is ambiguous. The rule we use is to always select a
longest member of Si�1 that can be extended to match ri. We
refer to this as a conservative extension, because using this
rule adds the fewest letters to a member of Si�1. It is
possible that ri will already match some member of Si�1,
and so a conservative extension would actually append an
empty string. An illustration of conservative extensions can
be found in Fig. 2.

We now prove this strategy of processing each r 2 R in
�q order, using conservative extensions, arrives at an Sn of
minimal cardinality. We require another definition first. For
any set Si of superstring prefixes, with pðriÞ ¼ ðai; biÞ, a
completion for Si is a set Z of strings having length m� ai þ
1 with jZj � jSij and satisfying for all s 2 Si,

9z 2 Z : s½ai; jsj� ¼ z½1; jsj � ai þ 1�;

and for all rj 2 R, if ri �q rj,

9z 2 Z : rj ¼ z½aj � ai þ 1; bj � ai þ 1�:

That is, a completion appends letters to current superstring
prefixes, and possibly adds new superstrings, so that all
remaining reads are consistent with at least one. Notice that
a completion may be arbitrarily large, but must contain at
least one string for every string in Si. A minimal completion is
a completion of minimal cardinality. We make the follow-
ing observation:

Proposition 2. The set of completions for Si is fully determined
by Riþ1 ¼ R n fr1; . . . ; rig and the set of suffixes s½ai; jsj� for
each s 2 Si. In particular, given Riþ1 and Si with completion
Z, if we transform Si into S0i by removing terminal letters from
some s 2 Si, then Z is a completion for S0i.

Lemma 2. Suppose a set of superstring prefixes Si�1 has a
completion of size k. If Si is obtained from Si�1 using the
conservative extension rule, then Si will have a completion of
size k.

Proof. If no member of Si�1 can be extended to match ri,
then adding a new member in Si is necessary, and will
not increase the size of the minimal completion.

Suppose, some member of so 2 Si�1 can be extended
to match ri, resulting in Si having a completion of size k.
Let sc 2 Si�1 be selected by the conservative extension
rule, and suppose sc 6¼ so. Let s0o and s0c result from
extending so and sc, respectively, to match ri. Let S0i�1 ¼
Si�1 n fso; scg and define

SiðoÞ ¼ S0i�1 [ fsc; s0og and SiðcÞ ¼ S0i�1 [ fs0c; sog:

Because s0c and s0o are identical within the interval pðriÞ,
any difference in the set of completions for SiðoÞ and SiðcÞ is
completely determined by the suffixes of so and sc within
the interval pðriÞ. But the suffix of so in the interval pðriÞ is
a prefix of the suffix of sc in the same interval. Therefore,
by Proposition 2, the completion set for SiðoÞ is a subset of
the completion set SiðcÞ. In particular, any minimal
completion for SiðoÞ is also a completion for SiðcÞ, so sc
has a completion of size k. tu
We point out that any algorithm using the strategy of

conservative extensions will ensure, for each read ri 2 R,
that at least one superstring is consistent with ri after it has
been processed. Therefore, when the algorithm terminates,
the set of superstrings constructed will be a valid solution.
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Fig. 2. Example of a conservative extension. When ri is processed
Si�1 ¼ fs1; s2; s3; s4; s5g. Although s2; s4, and s5 can be extended to
match ri, only s2 would be a conservative extension, since the number of
additional letters that must be appended to s2 is less than required for s4

and s5.



3.2 Conservative Extensions in Linear Time

Now we describe an algorithm that processes each read in
�q order to build each partial solution Si using conserva-
tive extensions. We make use of trie data structures [19].
Corresponding to each ri 2 R, define Ti as the smallest trie
encoding the strings

frj½ai � aj þ 1; jrjj� : rj �q ri with rj 6¼ ri;
pðriÞ ¼ ðai; biÞ and pðrjÞ ¼ ðaj; bjÞ

and ai � aj þ 1 � jrjjg:

Notice that Ti encodes suffixes of other reads overlapping ri
but does not necessarily encode ri. As Ti is used, it will be
updated to encode ri. Each node of v 2 Ti at depth x is
labeled with the identity of some rj �q ri such that the path
from the root to v spells

rj½ai � aj þ 1; ai � aj þ x�:

Each leaf in Ti, therefore, corresponds to a suffix of some
rj �q ri, and since these suffixes also correspond to distinct
superstrings in Si�1, we make the correspondence from the
leaves of Ti to distinct superstrings in Si�1.

Any superstring in Si�1 with no corresponding leaf in Ti
is called free, and we denote by F the set of free super-
strings. We use the notation SðriÞ ¼ s if s was extended to
match ri when ri was processed. To identify an s that can be
extended to match ri, walk down Ti following the path
corresponding to ri. There are three cases to consider:

1. All letters of ri are matched. In this case, ri is equal to a
substring of some rj �q ri, and we can therefore
ignore ri as it already matches SðrjÞ.

2. A leaf v is reached without matching all of ri. Let rj label
v. Then SðrjÞ can be extended to match ri. Add
nodes below v so Ti encodes ri, extend SðrjÞ to match
ri and set SðriÞ ¼ SðrjÞ.

3. Matching ri fails at an internal node v. If F 6¼ ;, extend
some s 2 F to match ri and set SðriÞ ¼ s. If F ¼ ;
create a new s 2 S matching ri and set SðriÞ ¼ s.
Add nodes below v so Ti encodes ri.

This algorithm implements conservative extensions, since in
step 2 the superstring extended has maximal overlap with

ri. Notice that the work required in each step is OðjrijÞ and
following execution of these steps ri is encoded in Ti. Before
processing riþ1, the trie Tiþ1 is obtained from Ti in the
following two steps:

1. T 0i is obtained as the forest of subtries rooted at
depth aiþ1 � ai in Ti.

2. Tiþ1 is obtained as [T 0i by sequentially taking jT 0i j � 1
unions of pairs of tries from T 0i .

These steps are partially illustrated in Fig. 3. When taking
unions of two tries, we specify one as persistent and the other
transient. The result of the union operation will be the
persistent trie with subtries added from the transient trie.
Taking the union of tries is done by walking paths common
to both tries. When a node is encountered that exists only in
the transient trie, the subtrie rooted at that node is added
to the persistent trie in constant time (e.g., by updating a link)
at the corresponding location.

It is straightforward to see that this method correctly
obtains Tiþ1 from Ti, since the forest T 0i contains all suffixes
required in Ti and the union of T 0i encodes an identical set of
suffixes. What remains is to bound the time required for
taking unions of tries.

Lemma 3. The time required for all trie unions is OðNÞ.
Proof. We bound the time complexity by bounding node

visits. Each node on a path, common to both the
persistent and transient tries, is visited once while
walking the common path. Nodes on the common path
in a transient trie are deleted following the union, and,
therefore, will never be visited again. The total time
required for walking the common paths in union
operations is then bounded by the number of nodes that
can be deleted, which cannot exceed the OðNÞ total nodes
created. Each time a subtrie is moved from the transient
trie to the persistent trie requires constant time. For each
node moved from a transient trie to the persistent trie, the
parent node is deleted, and since the OðNÞ parent nodes
that exist through the entire course of the algorithm have
OðNÞ total children (as we assume alphabet size is
constant), the total number of such subtrie relocations is
bounded by OðNÞ. tu
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Fig. 3. Example of updating Ti to obtain Tiþ1. Black nodes are roots of tries. In T 0i , square nodes indicate the path corresponding to ri : AGAGT.
Nodes at a depth less than aiþ1 � ai are removed from Ti, leaving the forest of tries T 0i rooted at nodes of depth aiþ1 � ai. Then, the union of T 0i is
taken, resulting in Tiþ1. This can be done in amortized linear time over all ri 2 R.



The conservative extensions strategy was shown correct
in Lemma 2 and Lemma 3 showed that this strategy can be
accomplished in OðNÞ time, giving the desired time bound.

Theorem 4. The referenced multiple assembly problem can be

solved inOðNÞ time, whereN is the sum of the lengths of reads.

4 REMOVING THE SMALLEST NUMBER OF READS

The objective of MFR-RMA is to determine the minimum
number of reads that must be removed from R so that all
remaining members are consistent with some size k set S of
superstrings. Even when the reads have uniform length,
this problem cannot be solved using an approach like the
conservative extensions described for solving RMA in
Section 3. Consider the MFR-RMA instance depicted in
Fig. 4a. When k ¼ 1, the optimal solution removes r2 and is
consistent with fr1; r3; r4g. Without examining r3 and r4,
however, there is no information to prevent the inclusion of
fr1; r2g, which subsequently precludes an optimal solution.

4.1 The Method of Andras Frank

A solution for the MFR-RMA problem can be obtained using
the elegant method described by Andras Frank in 1980 for
identifying chain and antichain families in partially ordered
sets [17]. In particular, Frank’s method identifies sets of k
chains (or antichains) whose union contains the most
elements from the poset. Recall from Section 2 that in the
absence of nested reads ðR;�Þ forms a poset, and that a chain
in ðR;�Þ consists of a subset of reads, all of which are
consistent with a single superstring. In 1976, as two distinct
generalizations of Dilworth’s Theorem, Greene and Kleitman
gave formulas for the maximum cardinality of the union of
h antichains and of k chains in a poset [24], [25]. The insight of

Andras Frank unified these results and provided an
algorithm for simultaneously finding optimal sets of k chains
and h antichains [17]. At the center of the algorithm is a
generalization of Fulkerson’s proof of Dilworth’s Theorem
[20]. The generalization indicates how finding a maximum
weight set of k chains can be reduced to that of finding a
minimum cost flow in a particular network. By leveraging this
reduction, the MFR-RMA problem can be solved in poly-
nomial time when reads are not nested.

Before explaining Frank’s reduction, we require addi-
tional notation. Let G ¼ ðV ;EÞ be a directed graph with
s; t 2 V , and let inðuÞ and outðuÞ denote the set of edges into
and out of node u, respectively. A function f : E 7! IR is
called an s� t flow if fðeÞ � 0 for all e 2 E,

X

e2inðuÞ
fðeÞ ¼

X

e2outðuÞ
fðeÞ for all u 2 V n fs; tg;

and the flow value is defined as

valueðfÞ ¼
X

e2outðsÞ
fðeÞ:

A capacity function has the form c : E 7! IR and we say a
flow f respects capacities c if fðeÞ � cðeÞ for all e 2 E. A cost
function is of the form � : E 7! IR and the cost of any flow f
is defined as

costðfÞ ¼
X

e2E
fðeÞ�ðeÞ:

The minimum cost flow problem is a fundamental problem
in combinatorial optimization, and has received much
attention over the past 50 years due to its importance as
an abstraction of computational problems arising in
transportation and shipping.
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Fig. 4. The method of Frank applied to the MFR-RMA problem when nested reads are excluded. Background on network flows can be found in [7]
and [15]. All edges have capacity 1, and when arrowheads are omitted, are directed to the right. Solid edges have cost 0 and dashed edges have
cost 1. (a) The set R of reads used in the examples. (b) The flow graph corresponding to R, with a flow value of 2 (thick edges) which is maximum for
the permitted cost of 0. (c) With a permitted cost of 0, the residual graph has no augmenting path. (d) An augmenting path exists (bold edges) in the
residual graph after increasing permitted cost to 1. (e) The augmented flow (bold edges) has value 3 and cost 1, incurred on (dashed) edge ðr2; r2Þ
indicating r2 matches no superstring. (f) The flow of cost 0 corresponds to a pair of superstrings, at least one of which matches each read. Dashes “-”
indicate positions not constrained by the reads matching the given superstring. The flow of cost 1 corresponds to a single superstring matching three
of the reads.



Minimum-Cost Flow
Input: A directed graph G ¼ ðV ; EÞ, a pair of designated
vertices s; t 2 V , a capacity function c, a cost function �, and
a target flow value v.
Objective: Find an s� t flow in G respecting capacities c,
with valueðfÞ � v and minimizing costðfÞ.

Finding the k chains with largest union is reduced to
minimum-cost flow as follows: Associate the network G ¼
ðV ;EÞ with poset ðR;�Þ, where V ¼ X [ Y [ fs; tg. The sets
X ¼ fx1; . . . ; xng and Y ¼ fy1; . . . ; yng correspond to reads
in R. Edges in the network are defined as

E ¼ fðs; xiÞ : 1 � i � ng [ fðyi; tÞ : 1 � i � ng
[ fðxi; yjÞ : ri � rjg;

and all edges have unit capacity. The costs on each edge of
the form ðxi; yiÞ is set to 1 and all other edge costs are 0.

Examples of graphs constructed in this way from a set of
reads are presented in Fig. 4. Details of network flows and
associated algorithms can be found in several texts (e.g., [7],
[15]), but we briefly sketch the approach of Ford and
Fulkerson [13] for finding a maximum flow. Begin with a
(suboptimal) flow and repeatedly find “augmenting paths”
whose inclusion increases the value of the flow. An
augmenting path can be found by first constructing a
“residual graph” where edges with flow already at capacity
are reversed, and edges with flow below capacity have their
current flow value subtracted from their capacity. An
augmenting path is then a path from s to t in the residual
graph. Once an augmenting path has been found, it can be
added to the flow by increasing or reducing the flow along
each edge in the path. When no augmenting path can be
found, a flow of maximum value has been found. For
rational capacities, this method is easily seen to terminate; if
the augmenting path used at each iteration is selected
carefully, the number of iterations is polynomial.

Note that since all edges inE have unit capacity and costs
in f0; 1g, all possible flow values and costs must be in 0; . . . ; n.
This is a direct corollary of the max-flow min-cut theorem:
The maximum flow value is exactly equal to the minimum
capacity of a cut separating nodes s and t, where the capacity
of a cut is the sum of the capacities of its edges [14].

Correctness of this reduction can be understood through
certain relationships that are further detailed elsewhere [17].
Suppose for a flow of value v throughG the minimum cost is
z. Such a flow is on z edges of type ðxi; yiÞ and v� z edges of
type ðxi; yjÞ, with i 6¼ j. In any maximum flow through G,
regardless of cost, edges of type ðxi; yjÞ form independent
sets. As shown in the proof of Dilworth’s Theorem given by
Ford and Fulkerson [15] (p.62, Lemma 8.1), these indepen-
dent sets define a set of chains. If ðxi; yjÞ is involved in the
flow, then ri and rj are part of the same chain. For any i, if
neither xi nor yi are involved in the flow, then ri is included
in the chain decomposition as a singleton set. These relation-
ships imply that some set of n� v chains in the poset covers
n� z elements. The set R0 � R that solves the MFR-RMA
instance is obtained by simply selecting the reads corre-
sponding to covered elements in the poset, and a set of
superstrings can be formed by laying out the reads contained
in each of the chains.

To solve the MFR-RMA problem for k superstrings,
explicitly construct the poset ðR;�Þ defined in Section 2,

which has Oðn2Þ pairs of comparable elements and can be
constructed naively in OðnNÞ time. Then construct the
graph G as described above, which takes Oðn2Þ time. The
most straight-forward way to solve the minimum cost flow
problem is by iteratively increasing values of a permitted
cost z and finding a maximum flow value for each z (e.g.,
using the augmenting path method sketched above). The
first value of z, for which the optimal flow value is at least
n� k, gives the maximum number of reads that are
consistent with some set of k superstrings.

The original minimum cost flow algorithm of Ford and
Fulkerson has time complexity Oðn4Þ [14]. For general
minimum cost flow problems, there have been many
algorithmic improvements (e.g., [9], [22]). Since for all
practical purposes, N � n2, the overall time complexity is
dominated by the minimum cost flow algorithm.

Theorem 5. The minimum fragment removal RMA problem can
be solved in OðnN þ fðnÞÞ time when reads are not nested,
where n is the number of reads, N is the sum of the lengths of
reads, and fðnÞ is the time complexity for the minimum cost
flow algorithm.

4.2 Minimum Fragment Removal is NP-Hard when
Allowing Nested Reads

Although the MFR-RMA problem is polynomial-time
solvable when restricted to reads of uniform length, we
show here that allowing variable length reads, which, in
general, includes nested reads, renders the problem NP-
complete. Our reduction is from the well-known 3SAT
problem.

3-SATISFIABILITY (3SAT)
Input: Collection C ¼ fc1; . . . ; cmg of clauses on a finite set U
of variables such that jcij ¼ 3 for all i.
Objective: Determine whether a truth assignment exists for
U that satisfies all the clauses in C.

Given a set C of clauses over the variables of U , we
construct in polynomial time a set R of reads over alphabet
�, a position function p and a positive integer k such that C
is satisfiable if and only if some k-set of superstrings is
consistent with all but jUj of the reads.

Letting t ¼ jUj, we show how to construct a target
problem instance with k ¼ tþ 2, with the intuition that a
distinct superstring will correspond to each of the
t variables, with two additional superstrings. This set of
superstrings will be consistent with all but exactly t of the
reads if, and only if, there is a satisfying truth assignment
for the source instance of 3SAT. In case, the source problem
has a satisfying truth assignment, the t reads that will not
be consistent with any superstring will correspond to the
negation of the literals of a satisfying truth assignment. The
additional two superstrings can be thought of as accounting
for the remaining two literals in each clause possibly not
included in the satisfying truth assignment.

We first define the sequence alphabet � consisting of
three subsets:

� ¼ �U [ �L [ �G:

We call �U the variable letters, �L the literal letters and �G the
garbage-collecting letters. The garbage-collecting letters are
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simply �G ¼ fg1; g2g. The variable letters map bijectively to
the variables of U :

�U ¼ fu1; . . . ; utg:

The literal letters (a superset of the variable letters) consist
of one letter for each literal:

�L ¼ fu1; �u1; . . . ; ut; �utg:

The reads consist of the following four sets:

R ¼ RU [RL [RG [RC:

We refer to RU as the variable reads, RL as the literal reads, RC

as the clause reads, and RG are the garbage-collecting reads. All
variable reads, garbage-collecting reads, and clause reads
have length equal to 1 and all literal reads have length
jCj þ 1.

For each variable, we construct tþ 1 reads in RU , so
jRU j ¼ tðtþ 1Þ. For each variable read r 2 RU; jrj ¼ 1 and
consists of the letter from �U corresponding to the same
variable as r. For each variable read r 2 RU , we set
pðrÞ ¼ ð1; 1Þ. As with the variable reads, the garbage-
collecting reads, which number 2ðtþ 1Þ are each of length 1
and tþ 1 of them consist of the letter g1, while the remaining
tþ 1 consist of the letter g2. For every r 2 RG; pðrÞ ¼ ð1; 1Þ.

The clause reads RC also each consist of a single letter.
For each clause ci, and each literal in ci, we create ðtþ 1Þ
clause reads consisting of the literal letter corresponding to
that literal. For each read r 2 RC , if r corresponds to clause
ci then pðrÞ ¼ ðiþ 1; iþ 1Þ.

The 2t literal reads in RL each have length jCj þ 1, and
begin with a variable letter from �U , followed by jCj literal

letters from �L. For all r 2 RL; pðrÞ ¼ ð1; jCj þ 1Þ. Corre-
sponding to each variable in ui 2 U , the set RL contains a
pair of reads, one corresponding to the positive form of the
ui and the other to the negative form of ui:

uiuiuiui 	 	 	ui and ui�ui�ui�ui 	 	 	 �ui;

respectively. Note that for every variable read ri 2 RU , there
are exactly two literal reads rj; rk 2 RL such that ri is
consistent with each of rj and rk, overlapping each at a
single position, but rj and rk are not consistent with each
other. A diagram to illustrate this transformation can be
seen in Fig. 5.

The following proposition (with proof omitted) follows
directly from the fact that each distinct variable, clause, and
garbage-collecting read appears tþ 1 times.

Proposition 3. Suppose, S is a set of length jCj þ 1 strings and
jSj ¼ tþ 2. If all but t reads from RU [RL [RC [RG are
consistent with S, then all reads from RU;RC and RG are
consistent with S.

Proposition 4. Suppose, a set S of tþ 2 superstrings is
consistent with all but t reads from RU [RL [RC [RG.
Then exactly t reads from RL can be consistent with S, and all
must correspond to distinct variables.

Proof. Clearly, at least t reads from RL must be consistent
with S. Suppose, more than t reads from RL are
consistent with S. Then at most one superstring from S
can be consistent with a garbage-collecting read, violat-
ing Proposition 3. Suppose, exactly t reads from RL are
consistent with S, but two of them correspond to the
same variable. Note that the two literal reads are not
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Fig. 5. Example transformation from 3SAT to MFR-RMA. The source problem instance is U ¼ fu1; u2; u3; u4; u5g and C ¼ fu1u2u3;
�u2 �u3 �u4; u3u4u5; �u2u3u4; u2u3 �u4; �u3 �u4 �u5g, six clauses on five variables. Boxed letters represent individual reads. Vertical dots separating identical
reads indicate that those reads are repeated jU j þ 1 times (in this case six times) at the same position.



consistent with each other. Then the two superstrings
consistent with those two reads can be consistent with at
most tþ 1 reads, which correspond to the same variable,
from RU . This requires the remaining reads from RU and
RG, totaling ðtþ 1Þðtþ 1Þ to be consistent with the
remaining t superstrings. But this is a contradiction,
since at most tþ 1 reads from RG [RU can be consistent
with the same superstring. tu

Theorem 6. Minimum fragment removal RMA is NP-hard when
nesting of reads is allowed.

Proof. Suppose, there is a truth assignment to variables of
U that satisfies C. Then construct t superstrings identical
through their entire sequence to the literal reads of RL

corresponding to the literals appearing in the truth
assignment. These t superstrings will be consistent with
every read from RU and at least tþ 1 clause reads for
every clause in C. Form two additional superstrings,
each consistent with one of the garbage-collecting reads,
and any of the clause reads corresponding to literals in
the clauses that are not part of the truth assignment.
This may leave gaps in these final two superstrings,
which can be filled in arbitrarily. The only reads not
consistent with at least one of these superstrings will be
the t literal reads, corresponding to literals not included
in the truth assignment.

Suppose, there is a set S of length jCj þ 1 superstrings
consistent with all but t of the reads. Then, by
Proposition 4, the t reads inconsistent with S must be
literal reads, and those consistent with S correspond to a
valid truth assignment. Let sg1

; sg2
2 S be the super-

strings consistent with reads from RG. Since sg1
and sg2

can be consistent with at most 2ðtþ 1Þ reads from RC

corresponding to each clause, the remaining reads from
RC for each clause must be consistent with one of the
superstrings from S n fsg1

; sg2
g, which are identical in

sequence to the t literal reads consistent with S. The truth
assignment for U corresponding to these literal reads will
then satisfy each clause. tu

We note also that the alphabet can be replaced with a
binary alphabet simply by assigning a number to each letter
of the alphabet used in our reduction, and replacing each
letter in the reads with the binary representation of the
associated number. Just as no two distinct letters from our
alphabet matched each other, no two binary representations
of numbers will match each other in every digit. We can
also further restrict the problem by requiring that each of
the tþ 1 copies of the variable reads, garbage collection
reads, and clause reads be replaced by tþ 1 nonoverlap-
ping, but consecutive copies. Correspondingly, the length of
the literal reads would increase by a factor of tþ 1. Hence
the hardness result holds for a binary alphabet and without
duplicate reads at any position.

5 DISCUSSION

We have described a set of computational problems in
resolving distinct sequences from a heterogenous sample. We
refer to these problems collectively as referenced multiple
assembly problems. In these problems the distinct sequences

are assumed sufficiently similar that all reads sequenced from
the sample can map to a common reference genome. The
reference genome provides knowledge of positions for reads.
These problems emerge in a wide variety of contexts,
including, but not limited to, haplotyping inference for
polyploid species and metagenomic data analysis.

We described an algorithm for the RMA problem that
finds a minimum set of sequences that is consistent with all
reads in OðNÞ time, which is linear in the size of the input
reads and a significant improvement over a previously used
algorithm for the same problem [10]. Although our
algorithm does not consider sequencing errors, we remark
that error rates in sequencing are falling rapidly. For current
applications, the algorithm can be applied following an
error-correction stage as is common in sequence assembly.

We also examined the MFR-RMA problem, which aims
to assemble a set of k sequences that is consistent with the
largest subset of reads. We showed that MFR-RMA can be
solved efficiently by employing an elegant method of
Andras Frank originally designed to find optimal sets of
chains and antichains of posets [17]. The MFR-RMA variant
is particularly suitable when the set of reads may have
contamination, or when the number of sequences to
assemble is known a priori (e.g., haplotype inference for
polyploids of known ploidy). It is likely that improvements
to the time complexity of the MFR-RMA variant can be
obtained by exploiting the special structure of the problem
rather than applying the general reduction to min-cost flow.

We also described two problem variants, MD-RMA and
BD-RMA, that explicitly account for sequencing errors.
While these two problems address the practical issue of
errors in reads, they are easily seen to generalize other
problems already shown to be NP-hard. The intractability
seems to stem generally from allowing mismatches between
the reads and their associated superstrings. We have not
explored approximation algorithms for the problem var-
iants found to be NP-hard. One interesting avenue for
future algorithmic work includes analysis of the parameter-
ized complexity of these problems. These problems may be
tractable if some of their many natural parameters are fixed
(e.g., length of reads, numbers of superstrings, alphabet
size, etc.). For example, in second-generation sequencing
applications the initial mapping stage often restricts the
number of possible errors in the reads, and allow only a
fixed and relatively small number of mismatches between
reads and the reference genome. Another direction for
future research with practical implications will be to
investigate the complexity of these problems for paired-
end reads.
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